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Abstract   In this paper, we present the approach to green information systems 
adopted in the Green Active Management of Energy in IT Service centres 
(GAMES) Project. The goal of GAMES is to develop methodologies, models, and 
tools to reduce the environmental impact of information systems at all levels, from 
application and services to physical machines and IT plants. This paper proposes 
models and methods for the analysis and reduction of the energy consumption as-
sociated with information systems.   

Introduction 

Information management has become pervasive in modern society and the im-
pact of IT on energy budget is becoming more and more significant. While the fo-
cus of research in IT has been in getting more and more performing and reliable 
systems, the analysis of the impact of information systems from the point of view 
of energy consumption has been lacking. Research activity is mainly focusing on 
power management in large data centres or on technical characteristics of devices 
from the point of view of power consumption [13]. 

In this paper, we overview the approach to green information systems studied 
in the Green Active Management of Energy in IT Service centres (GAMES) EU 
Project. GAMES considers the environmental impact of resources involved in the 
whole life cycle of an information system, from design to run time and mainte-
nance, in organizations. The goal of GAMES is to develop methodologies, mod-
els, and tools to reduce the environmental impact of such systems, reducing ener-
gy consumption and energy losses at all levels of the information system structure, 
from application and services, to physical machines and IT plants. The focus of 
the paper is on methods to analyze energy losses in and in actions that can be un-
dertaken to save energy, such as redundancy elimination at different levels, from 
applications to services, middleware and data and processing infrastructures. To 
this aim, a set of Green Performance Indicators (GPI) is presented, together with 
a set of Green Actions which can be undertaken on various system components 
(CPU, memory, applications, and so on) once an energy leakage has been discov-
ered through monitoring. Such Green Actions allow one to (partially) remove that 
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energy loss by, for example, reducing redundancies of data and processes, by us-
ing the memory in slow mode, or by improving the rate of Application Server us-
age. 

Actually, while redundancy is needed to ensure Quality of Service (QoS) [11, 
12] of a system in operation, such redundancy can be potentially eliminated or re-
duced in the system after its use. General examples are data replicated in many ar-
chives, devices which are dimensioned for peek time elaboration of information, 
useless data such as spam mails. GAMES focuses on green IT in information sys-
tems, with the aim of developing an “IS purifier” approach, in analogy to what is 
being done for cleaning water for a sustainable environment.  

GAMES Approach to Green Information Systems 

The GAMES approach proposes guidelines for designing and managing service-
based information systems along the perspectives of energy awareness. The ap-
proach focuses on the following two aspects, with the ultimate goal of developing 
a new systematic scientific discipline in the area of Green Computing:  

a) the co-design of energy-aware information systems and their underly-
ing services and IT service centre architectures in order to satisfy users, context, 
and QoS requirements, addressing energy efficiency and controlling emissions. 
This will be carried out through the definition of suitable Green Performance Indi-
cators (GPI) able to evaluate if and to a what extent a given service and workload 
configuration will affect the carbon footprint emissions’ levels;  

b) the run-time management of IT Service Centre energy efficiency, 
which will exploit the adaptive behavior of the system at run time, both at the ser-
vice/application and IT architecture levels, considering the interactions of these 
two aspects in a overall unifying vision. 

The integrated approach to green IT undertaken in GAMES focuses on IT 
use and management, and on an energy-saving design and management of applica-
tion and data resources of the information system. The primary goal of the project 
is to develop a systematic scientific discipline in the area of green information sys-
tems, in particular relying on Web services technology, which is suitable to sup-
port adaptivity to different system states and necessities in front of energy saving 
policies.  

Services become a major asset since they allow developers and managers 
to set the basis for building flexible adaptable systems able to react to variable op-
eration conditions. Specifically, in GAMES we define a green life cycle (from sys-
tem design to maintenance) which allow, in an integrated view, to develop adap-
tive, self-healing, and self-managing systems able to reduce energy consumption, 
also considering impact factors on the environment.  
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Figure	1	-	GAMES	general	architecture	

 
Figure 1 shows the GAMES architecture. The modules are organized in three are-
as: the DTE (Design-Time Environment), the RTE (Run-Time Environment) and 
the ESMI (Energy Sensing and Monitoring Infrastructure) and on three layers, 
namely: Infrastructure, Middleware, and Application. 

At the Infrastructure layer, all the tools directly dealing with the physical 
machines and devices are included. All the physical devices used for monitoring 
the IT infrastructure and the environment (such as sensors, power meters etc.) are 
assumed to exist in advance and they are not implemented in the project. An Infra-
structure Access Module provides, through an API, the operations needed to query 
or configure the service centre IT infrastructure, environmental sensors and facili-
ties. 

At the Middleware layer, assuming the existence of a standard applica-
tion container, the Run-Time Environment module (RTE) enhances it in order to 
provide the adaptation services required by GAMES applications. Standard appli-
cation containers refer to middleware that offer a set of shared services (e.g., 
transactional, security) that the applications, which have been deployed on it, can 
use. In order to be able to adapt at run-time, GAMES applications must be de-
signed according to the GAMES energy-aware application co-design methodology 
provided by the DTE module. This methodology consists of a set of models de-
scribing how the system should react in case some GPI are not satisfied or are not 
going to be satisfied at run-time. As a consequence, besides the usual functional 
and non-functional description, the GAMES application descriptor also includes a 
set of rules defining adaptation strategies and the relationships among the layers 
composing the GAMES architecture. Application container takes care of function-
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al and non-functional descriptors, while the adaptation strategies are exploited by 
the RTE module to select the proper adaptation actions to enforce the predefined 
GPI. The RTE can be seen as an extension of current usual application containers 
by providing the services that enact the adaptation.  
The ESMI module contains a set of tools for: (i) collecting the run-time ener-
gy/performance data (such as Nagios or Hyperic) and (ii) analyzing/processing the 
run-time energy/performance collected data (by using Weka/SpagoBI data mining 
tools and Pellet reasoner). The run-time energy/performance data (referred as con-
text data) collected and processed by the ESMI tools refer to: IT infrastructure en-
ergy/performance data, environmental data and the state of the GAMES enabled 
application running on the service centre.  

At run-time, the RTE uses the context data to take adaptation decisions 
using a context model. The context model elements are instantiated at run-time 
with the context data captured by the ESMI tools. These instances are stored in the 
Energy Aware Context Data repository. The context model instances are pro-
cessed to determine the service centre energy/performance state and to infer new 
context information that is relevant for the decision process. Context data are 
made available to all interested GAMES architecture modules through the Context 
Accessing and Processing API.  

The Energy Practice Knowledge Base stores the energy/performance 
knowledge obtained by executing mining algorithms on the historical data collect-
ed by the ESMI monitoring tools.  

The GAMES architecture run-time adaptation modules are organized according 
to the four MAPE stages of a self adaptive system2. 
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At the Application layer, the GAMES-enabled applications are located, designed 
according to the DTE methodology. A GAMES-enabled application is a process 
composed by activities usually defined in terms of their functional and non-
functional requirements. These requirements, for a given activity, can be fulfilled 
by a set of services that run on virtual machines. At run-time, instances of 
processes, activities, and services are defined in terms of their execution states. 
Along with the usual definition of a process in terms of activities, data 
flow/control flow and KPIs, a GAMES-enabled application will be also defined in 
terms of information about GPIs and adaptation strategies to be enacted in case the 
objectives of one or more GPIs are not fulfilled. 

Methodology for Green Applications 

Starting from the GAMES architecture illustrated above, the methodology we are 
studying in the project considers that an application, or a service, performs in a 
“green way" if it delivers its expected results:  

• saving energy consuming, for instance, less processor and/or less 
memory and storage and/or less I/O 

• according to the user QoS requirements. 
 

Moreover, we consider an application as a flow of activities executed by 
means of services. A methodology towards green services has to evaluate factors 
such as the intensity of use of Processor, Memory, Storage, and I/O peripherals, as 
well as the application flow given by the application structure and its activi-
ties/services and data.  

For example, given the sample application described by the flow in Figure 2, 
the factors related to energy consumption are the following. 

 
• Activities/Services need IT resources and consume power  
• Data are read/written on storage and transferred to I/O 
• Data objects (volatile) are read/written in Memory  
• The application has a structure with a design-time defined workflow, and 

additional information (e.g., branching and failure probabilities ) 
• QoS parameters are annotations provided aside (e.g. response time, per-

formance, duration, costs, data accuracy, security) 
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Fig. 1 Sample application flow with activities, read/written objects, databases, and annotations 
about branching probabilities on the xor split  

An annotation at design-time which can help to reveal energy usage is the  
branching probability P(b) associated with every outgoing edge of a control activi-
ty, representing the probability of executing the corresponding branch. In Figure 2, 
branching probabilities associated with the xor control node are P(b) = 0.8 for the 
true branch and P(b) = 0.2 for the false branch. Information about branching prob-
abilities can be provided by the designer at design time (or added to the applica-
tion definition by the process management system). Determining these probabili-
ties is a hard and time-consuming task (see [14] for an approach to compute 
branching probabilities of instance subgraphs). Nevertheless, branching probabili-
ties are useful for energy consumption computation in that, if it is known that, af-
ter the xor, the probability of executing a3 is low, the machine where such service 
is made available can stay turned off or run in idle mode most of the time. Moreo-
ver, branching probabilities are saved on the system log and monitored, to update 
the application definition accordingly. Using this approach, the designer does not 
need to determine probabilities at design time but can rather add them after vari-
ous runs. 

The aim of the methodology is to design energy-aware adaptive applica-
tions through energy annotations. Annotations characterize applications from their 
energy consumption view point, so that designers, by observing several runs of a 
same application in different cases through different instantiations, can annotate 
the application with branching probabilities and other structure-dependent infor-
mation, such as used data and activities, but also with data regarding how much of 
machine resources the process needs. 

Annotations can be used to describe the typology of the application (e.g., 
whether it is a data intensive or a CPU intensive application, for instance but also 
in which application domain it operates,  e.g., finance or materials production). 
The typology brings about different resource needs. This information can be en-
riched with additional annotations that can be inferred from log data collected 
along runs of various instances of the same application. In fact, logs are able to 
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provide data about the usage of processor, memory, storage, and I/O peripherals 
and thus a first characterization of energy needs [15]. We keep annotation as inde-
pendent as possible of a given physical configuration of machines and storage de-
vices, in order to be able to estimate the way an application uses the processor, the 
memory, the storage, and the I/O peripherals, and, through many runs, derive in-
formation about the possibility of that application to run also in a less resource 
consuming way.  

In particular, through annotations, an application can be made adaptive with re-
spect to energy consumption if the amount of needed resources can be adapted on 
the basis of energy and QoS requirements. Adaptivity is defined as a kind of re-
covery/compensation process that is required in case the application does not 
achieve, or is not going to achieve, the required GPIs. Strategies could have dif-
ferent degrees of complexity going from the substitution of a single activity, to the 
re-design of the whole application. Strategies can also affect the infrastructure el-
ements (such as consolidation or dynamic power management). 

We consider that two levels are available to analyze the energy consumed (and 
possibly wasted) by an application:  

- The infrastructure level - we observe the IT resource (processor, disks, I/O 
devices, etc.) usage, as well as other parameters regarding energy con-
sumed by cooling systems, buildings and so on. In this paper we concen-
trate on IT resources only. 

- The application level - we observe the application activities and their ener-
gy consumption. The user poses some QoS constraints on the application 
(e.g. total cost of execution) and these should be respected. 

Adaptivity regards how an application can be adapted to run in different modes 
(e.g., low processor usage, slow disk, etc.). If the infrastructure is wasting say pro-
cessor utilization (the CPU results under-occupied for a process due to over-
dimensioned allocation), then we say we have an energy leakage. In general, we 
have to determine which parameter(s) of the 4 is actually wasting energy and, 
then, adapt the process running mode to avoid energy leakage.  

Adaptivity regards also the application level: an energy leakage can be ob-
served when services result as unused, or data are redundant, or when a service is 
located on a flow branch with low branching probability. Then, the application can 
be adapted for example by removing the unused service, or by removing redun-
dant data. The issue here is to keep the required values for QoS met for the user 
(the application level is hence user-requirements centered). 

We can also combine the two levels to observe global application energy con-
sumption (and possible waste). For example, if an application can run also in “less 
data storage” mode, respecting the data QoS requirements in terms of response 
time, we can adapt it to use less data storage and to clean redundant data.  

Annotating the application at design time means to enrich the application flow 
with energy-aware information regarding the fact that this application can run also 
with less storage consumption. However, if the application in low mode does not 
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meet the QoS requirements (QoS violation), the same application is annotated as 
to be run in high data mode only.  

The annotation at design time is based on process mining techniques foreseen 
in the project. The idea is that through several runs, several instances of the appli-
cation can be observed giving an application profile in terms of energy usage. 

The methodology has to foresee also a set of strategies for detecting, correct-
ing, and adapting an application in the elements which are wasting energy at run- 
time. Let us give an example, where adaptation is performed at run-time. 

 
Example: Strategy of Adaptation through Substitution of Activities 
Substitution is a strategy to be used when running activities are considered as 

definitively unavailable or temporarily not appropriate since they violate some en-
ergy or QoS constraints. To perform or complete the application execution, a sub-
stitution strategy allows changing the activity by finding a service that provides 
the same operations. Suppose that several equivalent candidate activities are avail-
able. In such case, energy and QoS constraints can be the driver for the service se-
lection. In case of a substitution due to service failure, we aim at spending the 
same or lower energy of the correct execution.  

   E(ai) ≥ E(ai)tf + E(asub) + E(a-newij) 
where E(ai)tf is the energy consumed by ai until the failure time tf , E(asub) is the 

energy spent in the operations performed to implement the substitution (e.g., com-
pensation of the failed activity) and E(a-newij) is the energy associated with the 
execution of the j-th substitute activity.  

In general, a strategy in the methodology has to consider energy leakage in de-
tail. We give a discussion in what follows, considering that applications are anno-
tated about their energy needs. 

Reasoning about Energy Leakage  

Leakage of energy signals unused, or badly used resources at application mid-
delware, and infrastructure level. Here we consider the application level only. En-
ergy leakage can be evaluated by comparing different configurations for activities, 
using their annotations. For instance, if in one instance the process execution con-
sumes more energy than in another process instance, we can define the  leakage as 
the amount of wasted resources derived from the difference between the two 
states. 

One way of dealing with leakage is to define an approach to energy awareness 
embedded in information systems based on GPI which are the drivers of adapta-
tion to energy requirements. GPI allow energy consumption to be monitored dur-
ing the information system life cycle leading for instance to removing unwanted 
services and data, tuning the IT resource use, or improving the quality of the de-
velopment phases.  



9 

GPI are layered at strategic, tactical and operational levels [5]. At the 
strategic level [3], GPI drive high-level decisions about a system organization in 
terms of used human resources, impact on the environment (e.g., in terms of logis-
tics, IT procurement, acquisition of new energy saving software and hardware), 
outsourcing of non-core services, guidelines for system development according to 
eco-related laws and regulations such as EU Code of Conduct for Data Centres 
20103, Energystar4, United Nations Global Compact5, Scottish Environmental Pro-
tection Agency6, and so on. GPI at the tactical level denote how the service system 
will consume less energy if its development phases are enhanced through the use 
of mature platforms (which are likely to produce more energy-aware systems) 
[10], through improvement of the system quality in terms of service delivery ver-
sus customers' expectations and in terms of less complexity of the overall service 
interfaces. Other GPI at this level regard decommissioning of unused services and 
data, so recovering system space and resources by cleaning areas and resources.  

At the operational level, we define GPI for monitoring the usage of IT re-
sources (processor, memory, I/O and storage [2]). We consider these four factors 
as a characterization of energy needs [9], and keep GPI independent of physical 
configurations of machines and storage devices, in order to be able to estimate the 
way a service system uses the resources, and, through several runs, derive infor-
mation about the possibility for that system to run in a lower resource-consuming 
way. 

Conclusions and Future Work 

In this paper, we have presented the basics of the GAMES approach and method-
ology that enables evaluating energy consumption and efficiency in applications 
starting from the analysis of the characteristics of the activities composing the ap-
plication.  

The concept of annotation of an application toward energy-awareness can 
be pursued further in several directions. First, the application schema can be relat-
ed to the infrastructure for its execution. Assuming that in an energy-aware con-
text the infrastructure itself is developed with Green IT criteria [16], application 
activities are executed on Virtual Machines. The mapping of activity characteris-
tics and virtual machines configurations has to be further investigated, as well as 
its relation to energy consumption in different configurations. The annotation pre-
sented in this paper should be extended to consider not only unitary elements, but 
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also a richer activity profile, for instance data volumes, disk access characteristics, 
and exploiting the data dependencies defined in the process to improve data man-
agement toward energy efficiency. In the EU Games project, further work will al-
so consider modelling the data centres with all its business processes, IT infra-
structure and facilities, and to mine from execution data significant correlations 
that can be analyzed to identify energy leakages. 
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